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Abstract - Insider threats are the hostile operations intending to do harm which are malevolent by authorized users such as theft of intellectual 
property or security information, fraud, and sabotage. While insider threats are far less common than external network assaults, they can 
nevertheless do significant harm. Insiders' harmful conduct is very difficult to detect since they are fully acquainted with an organization's system. 
Conventional techniques for detecting insider threats rely on rule-oriented techniques developed by domain specialists, but they are neither 
adaptable nor resilient. Insider-threat detection approaches on the basis of anomaly detection algorithms and user behavior modeling are proposed 
in this research. Three forms of datasets were created on the basis of user log data: e-mail distribution, daily activity summary, and weekly e-mail 
history. Further the malicious activities are detected by optimal LSTM, where the hidden neurons of the LSTM are tuned by novel hybrid BS-CSO 
by merging BSO and CSO with the intention of accuracy maximization. Experiments show that the suggested methodology works effectively for 
unbalanced datasets with minimal insider risks and absence of domain experts' knowledge. 

Keywords—Insider Threat Detection; Optimal Long Short-Term Memory; Beetle Swarm-based Cuckoo Search Optimization; Accuracy 
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I. Introduction 

Insider threats represents one among the major austere and common security threats that organizations face, in which harmful activities 
are carried out by authorized individuals within the company [11]. Insider threats are one among the major expensive and difficult to 
detect forms of assaults since insiders have access to a company's networked systems and are familiar with its structure as well as 
security processes [12]. According to cyber security estimates, insider attacks affect 53 percent of enterprises and 42 percent of US 
federal agencies each year. According to a recent report, insider threat assaults represent for 25% of entire attacks against organizations, 
while their frequency is proliferating [13]. Data breach, like trade secrets, client records are among the insider threat occurrences 
documented to date. In brief, networked systems are an essential component of every organization, since they share, store, and process 
data like sensitive information and intellectual property about workers and consumers [14]. As a result, the insider threat offers a severe 
cyber security risk that must be handled as soon as possible [15]. 

The insider threat is described by the CERT in a current technical report as threats perpetrated by unintentional or malicious insiders 
[16]. Malevolent behaviors conducted out both intentionally and unintentionally, like intellectual property theft, information system 
sabotage, and leaking of secret information [17]. Several issues of insider threat detection differ from standard intrusion detection jobs 
because the insider is permitted to use the systems and is knowledgeable with the protection layers [18]. Moreover, harmful insider 
behaviors by insiders are uncommon in the majority of firms. As a result, data to characterize the activity is frequently few and poorly 
recorded. Furthermore, the necessity to analyze and evaluate personnel information might provide hurdles to insider threat detection 
[19]. Data is also different depending on the organization. As a result, only a tiny percentage of companies contain the (human) resources 
and tools to understand user behavior and purpose from monitoring data [20]. 

Technological innovations have resulted in a steady evolution of how firms do business [21]. Employees now have permission to vast 
libraries of organization documents that are kept digitally on dispersed file servers. Several companies supply business computers to 
workers so they can work on the go, and they use e-mail to coordinate and plan appointments [22]. Employees are always linked to the 
Internet, in which they may acquire information on nearly everything they want for completing their task [23]. Services like video 
conferencing are widely utilized for organizing meetings throughout the globe. These technical improvements may make it simpler for 
insiders to assault due to the electronic nature of organizational documents. [24] [25]. 

In this research the following objectives where accomplished 

To propose insider-threat detection approaches on the basis of anomaly detection algorithms and user behavior modeling. 

To create three types of datasets on the basis of user log data. 
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To detect the malicious activities by optimal LSTM, where the hidden neurons of LSTM are optimized with the intention of accuracy 
maximization. 

To suggest an innovative form of optimization algorithm referred as BS-CSO for enhancing the detection phase of the introduced insider 
threat detection model and to determine its superiority through various analyses. 

The paper organization is as follows Section I is the introduction of insider threat detection. Section II has review about literature survey. 
Section III deals with dataset description and user behavior modeling. Section IV expounds with proposed model and preprocessing. 
Section V deals about optimal LSTM. Section VI explicates the results. Section VII pacts with conclusion. 

 II. Literature survey 

A.   Related Works 

In 2020, Le et al. [1] have designed and tested a user-centered insider threat detection method on the basis of machine learning. Machine 
learning is used to analyze data at several levels of granularity beneath realistic situations in order to determine harmful insiders as well 
as malicious outsiders. A detailed examination is offered, along with several performance measurements, to aid in the realistic evaluation 
of system performance. 

In 2021, Le and Heywood [2] have described an anomaly detection strategy for insider threats on the basis of unsupervised learning. 
We investigate several data descriptions with temporal information using four unsupervised learning algorithms including diverse 
working principles. Additionally, several computational intelligence approaches are being investigated in order to integrate these 
systems to develop anomaly detection ensembles that will improve detection performance. The technique's evaluation findings suggest 
that it can learn from unlabeled data under difficult situations to detect insider threats. Insider threats are recognized with great sensitivity 
and a low proportion of false positives. For instance, 60 percent of malicious insiders are caught with a budget of less than 0.1 percent, 
and complete harmful insiders are identified with a budget of less than 5%. Moreover, we investigate the durability of the suggested 
technique in terms of finding novel anomalous behaviors in diverse datasets. Furthermore, the findings show that a voting-oriented 
ensemble of anomaly detection may increase both detection performance and resilience. The suggested technique's efficacy is confirmed 
by comparisons to the conventional methods.  

In 2018, Chattopadhyay et al. [3] have suggested a method for detecting insider threats based on user activity time series categorization. 
Firstly, the user activity records are used to construct a collection of single-day characteristics. The statistics of every single-day feature 
across time are then used to create a time-series feature vector. The data adjusted time-series feature group is classified with good recall, 
accuracy, and f-score by both deep AE and RF classifiers. Despite its excellent recall, the MLP has worse accuracy and f-score than the 
remaining two classifiers. 

In 2019, Greitzer et al. [4] have concentrated on methods for gathering information regarding insider risks and applying that information 
to enhance insider risk assessments. By helping to promote a deeper consideration, enabling the information exchange of insider threat 
indicator knowledge all over organizations, increasing awareness, this data helps organizations set up or enhance conventional insider 
threat mitigation programmes. 

In 2020, Alsowail and Shehari [5] have concentrated on empirical detection methods that are supported by empirical evidence. It shows 
various empirical detection methodologies' perspectives. Important criteria are also provided in order to determine the effectiveness of 
detection systems against insider threat situations (e.g., protection coverage, feature domains, classification techniques, etc.). The goal 
of this work is to improve projects in this area by standardizing methodologies. It also identifies the obstacles and limitat ions that need 
to be addressed in order to develop more workable responses for predicting, detecting, and preventing new attack occurrences. There 
exist also few suggestions for future study directions. 

In 2017, Legg et al. [6] have presented a computerized system capable of identifying insider threats inside a company. We develop a 
tree-structure profiling technique that takes into account the intricacies of every user's and job role's actions, and then utilize it to offer 
a consistent description of characteristics that give a detailed explanation of the user's behavior. Deviation may be measured by 
comparing the amount of variation every user gaining recognition different qualities to their peers. We tested the system utilizing 10 
simulated data-driven situations and discovered that it can detect abnormal behavior that might indicate a possible danger. We also 
demonstrate how the detection technology may be used in conjunction with visual analytics tools to aid analyst examination. 

In 2020, Hammadi et al. [7] have provided a prototype for a platform that evaluates EEG signals to identify insider threats employing a 
model learned utilizing a deep learning algorithm. On the basis of four category risk matrices, the system could categorize various 
mental states. It examines brainwave signals utilizing LSTM, which is meant to recall every insider's prior mental states and match them 
to the present categorization. On the similar dataset, we conducted a comparison study utilizing LR to characterize the connection to 
assess the effectiveness of the introduced scheme. In comparison to LR, the experimental findings imply that LSTM could attain a 
classification accuracy of 80%. 

In 2019, Liu et al. [8] have proposed an innovative method for dealing with a range of security logs. We can estimate the posterior 
probabilities for insider behaviors utilizing the Word2vec method trained with the corpus. As a result, we identify altered events as 
questionable if their behavioral probability falls below a certain level, and we identify users as malevolent if they are linked to several 
suspicious events. The testing show that the suggested technique was efficient and adaptable in real-world scenarios, but also give 
suggestions for modifying the thresholds and parameters. 

In 2021, Nasir et al. [9] have concentrated on detecting insider threats using user behavior analysis. During the implementation stage, 
chosen feature vectors are utilized to fit the classifier. A deep learning-oriented technique that detects insiders having improved accuracy 
and a low FPR is offered. For detection, a robust event/user role feature group encompassing User role, Logoff/Logon events, Functional 
unit, and other features is employed. It have been compared to the performance of the proposed algorithm. The unique technique 
generates comparatively excellent performance. 

In 2016, Bao et al. [10] have suggested a BLITHE detection of data monitor devices in smart grids, in which operations must be 
continuous and accurate. A compliance-distance-oriented and rule-weight grading technique is devised in particular that considerably 
increases the efficacy of the typical grading approach for trustee assessment. The statistical property, i.e., the mathematical assumption 
of every trustee's conformance degree, is examined in depth from both practical and theoretical perspectives, with the goal of achieving 
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an acceptable good compromise among false alarms and detection accuracy in order to detect extra hidden and sophisticated attackers. 
Furthermore, we show that BLITHE exceeds the traditional for identifying anomalous behaviors in ubiquitous smart grid applications 
using actual data. 

III. Dataset description and user behavior modeling for the insider threat detection 

A.   Dataset Description 

In this research we have utilized the "CERT Insider Threat Tools" dataset since obtaining genuine business system logs is extremely 
challenging. Employee computer usage logs (device, logon, file, http, and email) are included in the CERT dataset, along with certain 
organizational data like employee departments as well as responsibilities. Every table has columns for the ID of the user, timestamps, 
and actions. On the basis of the dataset version, the categories of usage data, the count of employees, the amount of variables, and the 
count of harmful insider actions vary. R6.2, the most recent and biggest dataset, was used in this investigation. The sample now has 
4000 individuals, with just five of them engaging in harmful behavior. 

B.   User Behaviour Modeling 

User behaviors in the CERT dataset are: login, http, USB, file, and email. To fully exploit data, the behavioral information must be 
integrated into a single standardized data table in chronological sequence. We initially combined classification algorithm, so the 
suggested user-level insider-threat detection methods developed in this research on a weekly or daily basis. It is feasible to capture the 
count of times within a certain day using the information contained in the login table. 

The research focuses the input factors utilized in previous research to find suitable input variables. We produced entire potential variables 
that may be derived from the CERT dataset using these references. There are 60 possible input variables in all. A total of 1,394,010 
occurrences were retrieved when this daily summarizing procedure was finished. Every instance reflects a day's worth of action for a 
given user. 

It was identified that three roles conduct the majority of anomalous actions (almost 90%): "Information Technology (IT) Admin," 
"Salesman," and "Electrical Engineer." It is not only hard to design an effective detection system that contains fewer than three abnormal 
examples. As a result, we built detection algorithms and tested their efficacy for the three jobs mentioned above.  

The input variables employed to train machine learning algorithm, particularly anomaly detection, have a significant impact on their 
performance [26]. When the independence among input variables is established, the methods should enhance as the count of variables 
grows. Yet, owing to the strong reliance among variables as well as the presence of noise, a vast count of input variables can occasionally 
degrade the system performance when subjected to a real-world dataset. As a result, rather than employing every variable to ensure 
improved performance, it is required to pick a group of useful variables. 

IV.   Proposed model and preprocessing for the insider threat detection 

A.   Proposed Model 

This paper presents a deep learning-oriented approach for detecting insider threats in corporate computer networks. The system's parts 
are shown in Figure 1. The data collecting process in this study is based on the CERT insider threat dataset  [27]. The system is built on 
a modular approach, which includes various modules to be readily customized to meet the demands of various businesses. Moreover, 
as shown in Figure 1, the system analyst acts as a crucial role in the introduced scheme. 

Data gathering as well as pre-processing are the initial stages in the technology. Data includes firewall logs, web and email logs, network 
traffic captures, and various forms of user records [28] [29]. This study considers the below data sources as system input, on the basis 
of publicly accessible CERT: (i) activity log data stream, like browser, log on/off records, or device and file access logs and (ii) user 
information and organization structure. The initial type of data, which represents dynamic and constantly created, is the most important 
source based on their actions. The next type is for giving background information or perspective. The LDAP is used to manage the data 
source for CERT insider threat data. 

Security analysts, on the other hand, may spot suspicious behaviors or strange variations in user behavior and conduct a more thorough 
investigation. In any case, this procedure is labor intensive [30] [31]. Moreover, we investigate the impact of various feature engineering 
strategies on the algorithms' accuracy. The goal of this stage is to generalize from the initial, and frequently restricted, knowledge of 
harmful and regular user behavior to discover previously undetected hostile insider situations. In this stage, the clear benefit of supervised 
learning algorithms is that they can build classifiers with far higher accuracy, and hence lower false alarm rates, when compared with 
the unsupervised learning techniques [32] [31]. Furthermore, security analyst judgments on alarms and warnings may be a valuable 
source of information for machine learning methods. 

The introduced system not only gives outcomes for particular data instances, like harmful behaviors, but also user-oriented outcomes, 
like accurately discovered malicious insiders, at the final stage. In the majority of circumstances, user behaviors over a lengthy period 
of time must be considered when processing an alert about questionable user activity (data example) [33]. Moreover, in this application 
instance, in which normal data makes up the great bulk of the data gathered, a low FAR may need a huge amount of attention if it labels 
data from a variety of individuals as dangerous. As a result, user-oriented reporting may accurately reflect the security analysts' burden 
on insider detection duties. 
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Fig. 1.   Proposed framework model 

 

 

B.   Data pre processing 

In majority of the circumstances, the data obtained lacks adequate background information for feature extraction, like mandated working 
hours or PC ownership. As a result, data pre-processing includes a reasoning stage.  This stage is completed to acquire useful auxiliary 
data for subsequent processing. The data for the CERT datasets was evaluated, and acceptable systems for defining user-user 
relationships, and website classifications were developed. 

In this paper, we investigate data granularity depending on the period: user-day, user session, and user-week data. It records user 
behaviors from the time they log in to the time they log out on a PC. Because a session is generally short and focused in one time period, 
this data type has fewer properties.  However, because bad individuals prefer to undertake harmful acts in particular sessions and 
remaining sessions may be legitimate, session-oriented data may be useful in identifying malicious behaviors [36]. Day and week-
oriented data points, consequently, summarize users' behaviors throughout the respective time periods. With a greater feature count, 
these forms of data may offer a better summary of behavior throughout a day or week, and learning may be accelerated because to the 
smaller amount of data. Nevertheless, they may cause the true hostile acts to be averaged out, requiring a lengthier reaction time if 
insiders are found. Furthermore, the data gathering and processing procedures are meant to be adaptable, and they will require to be 
tweaked to meet the unique context of a company. 

 

Optimal LSTM for the insider threat detection 

A.   Optimal LSTM 

LSTMs are somewhat of a RNN that, by convention, can learn long-term associations and apply knowledge for lengthy periods of time. 
It is arranged in the format of a chain. The recurring module, on the other hand, has a slight variation. It features four interacting layers 
having a unique form of communication, rather than a single NN like a normal RNN. LSTMs are aimed at avoiding the long-term 
reliance difficulty. 

The initial stage is to make reports. The sigmoid function, which allows us to obtain of the last LSTM unit (𝑖𝑢−1) at time 𝑢 − 1 < and 

the corresponding output (𝑌𝑢) at time 𝑢, determines the data. The forget gate (or 𝑔𝑢) is a gate in which 𝑔𝑢 represents a vector having 
values ranging from 0 to 1 that corresponds to every count in the cell state, 𝐷𝑢−1.  

𝑔𝑢 = 𝜎(𝑋𝑔[𝑖𝑢−1, 𝑌𝑢] + 𝑐)         (1) 

Here, 𝜎 represents the sigmoid function, and 𝑋𝑔and 𝑋𝑔represents the forget gate's weight matrices and bias, appropriately. The next 

stage is to decide and store data from the innovative input (𝑌𝑢) in the cell state, as well as to revise the cell state. This innovative memory 
is subsequently combined with 𝐷𝑢−1, giving in 𝐷𝑢.  

𝑗𝑢 = 𝜎(𝑋𝑗[𝑖𝑢−1, 𝑌𝑢] + 𝑐𝑗)         (2) 

𝑂𝑢 = 𝑡𝑎𝑛ℎ (𝑋𝑜[𝑖𝑢−1, 𝑌𝑢] + 𝑐𝑜)         (3) 

𝐷𝑢 = 𝐷𝑢−1𝑔𝑢 + 𝑂𝑢𝑗𝑢          (4) 

𝐷𝑢−1 and 𝐷𝑢 represents the cell states at time 𝑢 − 1 and 𝑢, accordingly, whereas 𝑋 and 𝑐 represents the cell state's weight matrices and 

bias, accordingly.  The output values (𝑖𝑢) in the last step are filtered versions of the output cell state (𝑃𝑢). 

𝐷𝑢 = 𝜎(𝑋𝑝[𝑖𝑢−1, 𝑌𝑢] + 𝑐𝑝)         (5) 
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𝑖𝑢 = 𝑃𝑢 𝑡𝑎𝑛ℎ 𝑡𝑎𝑛ℎ (𝐷𝑢)          (6) 

The output gate's weight matrices and bias, accordingly, are 𝑋𝑝and 𝑐𝑝.  

LSTM returns benefits like it does not require fine adjustments, gap length insensitivity, etc. But, it suffers from shortcomings such as 
longer training time, need more memory, etc. Hence, to overcome the limitations, the hidden neurons of LSTM are tuned with the 
consideration of accuracy maximization, thus referred as optimal LSTM. This optimal LSTM saves time and memory and also avoids 
computational complexity.  

B. Proposed BS-CSO 

The BS-CSO is used for enhancing the detection phase of the insider threat model. It optimizes the hidden neuron count of LSTM with 
the intention of accuracy maximization. The Cuckoo Search method [34] defines a meta-heuristic optimization. Ordinarily, the 
parameters of the cuckoo search are maintained constant for a specified period of time, which reduces the algorithm's effectiveness. A 
good method for tweaking the cuckoo search parameters must be established to tackle this problem. Cuckoos are intriguing birds, not 
just for their wonderful calls, but also for their proactive breeding method. Furthermore, we predict that user-oriented outcome reporting 
will be critical when fewer species, like Ani and Guira cuckoos, hatch their eggs in host bird nests and destroy other eggs to improve 
the birth chance of their own. The technique is used in real-life circumstances. The advantage of CSO is its simplicity, easier 
implementation, etc. but, it limits from multi modal optimization problems. Thus, to overcome its shortcomings BSO is integrated into 
it and the so formed novel hybrid optimization algorithm is referred as BS-CSO. 

The standard PSO is developed from BSO [35] that analyzes the fitness function estimates of their left and right sides and evaluate the 
better of the two, which may be employed to maintain the movement of the beetle swarm.  

In the proposed BS-CSO, the algorithm can be functioned according to the random concept. If 𝑟𝑎𝑛𝑑 ≤ 0.5, then the update occurs using 
BSO as below. 

𝑦𝑗
𝑙+1 = 𝑦𝑗

𝑙 + 𝑤𝑗
𝑙+1          (7)𝑤𝑗

𝑙+1 = 𝑤𝑗
𝑙+1 + 𝑑1 ∙

𝑟𝑎𝑛𝑑 ∙ (𝑃𝑐𝑗
𝑙 − 𝑦𝑗

𝑙) + 𝑑2 ∙ 𝑟𝑎𝑛𝑑 ∙ (𝑃ℎ𝑗
𝑙 − 𝑦𝑗

𝑙) + 𝑑3 ∙ 𝑟𝑎𝑛𝑑 ∙ 𝑣𝑐                                                            (8) 

Here, the update rate is shown by𝑣𝑐, position after 𝑙𝑡ℎiteration is 𝑦𝑗
𝑙+1, learning factors are 𝑑1, 𝑑2, 𝑑3, speed of 𝑗𝑡ℎparticle is 𝑤𝑗

𝑙+1, 

individual optimal solution is 𝑃𝑐𝑗
𝑙, and global optimal solution is 𝑃ℎ𝑗

𝑙 respectively.  

Otherwise, if 𝑟𝑎𝑛𝑑 > 0.5, then the update occurs through CSO as below. 

𝑌𝑗
(𝑙+1)

= 𝑌𝑗
(𝑙)

+ 𝛼⨁𝐿𝑒𝑣𝑦(𝜆)         (9) 

Here, the step size is𝛼, new solution is 𝑌𝑗
(𝑙+1)

, existing solution is 𝑌𝑗
(𝑙)

, and levy flight is 𝐿𝑒𝑣𝑦(𝜆)respectively. The pseudo code of BS-

CSO is in Algorithm 1.  

 

Algorithm 1: BS-CSO 

Begin  

Population initialization 

Parameter initialization 

Fitness computation 

While 𝑙 < 𝑙𝑚𝑎𝑥 

 If 𝑟𝑎𝑛𝑑 ≤ 0.5 

  𝑦𝑗
𝑙+1 = 𝑦𝑗

𝑙 + 𝑤𝑗
𝑙+1 

 else 

  𝑌𝑗
(𝑙+1)

= 𝑌𝑗
(𝑙)

+ 𝛼⨁𝐿𝑒𝑣𝑦(𝜆) 

 End if 

𝑙 = 𝑙 + 1 
Stop  
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VI. Results 

A.   Experimental Setup 

The proposed insider threat detection model has been done using the base as optimal LSTM and the outcomes were analyzed. Here, the 

implementation has been performed in terms of various analysis such as precision recall analysis, ROC analysis, and confusion matrix 

analysis respectively. 

B.   Precision Recall Analysis 

This analysis of different methods such as LSTM and optimal LSTM is shown here. Precision describes a measure for expressing the 

quantity. Similarly, recall represents the positive class prediction count out of the total positive illustrations.  

 

  

LSTM Optimal LSTM 

 

Fig. 2.   Precision Recall Analysis 

 

C.   ROC Analysis 

This graph depicts the ROC analysis of several approaches like LSTM and optimal LSTM. It defines a graphical plot for describing the 
capability of the binary classifier system when its discrimination threshold varies. The accuracy within the predictive methods is 
compared here.

 

http://www.jetir.org/


© 2022 JETIR September 2022, Volume 9, Issue 9                                          www.jetir.org (ISSN-2349-5162) 
 

JETIR2209547 Journal of Emerging Technologies and Innovative Research (JETIR) 

www.jetir.org 

f188 
 

  

LSTM Optimal LSTM 

Fig. 3.   ROC Analysis

D.   Confusion Matrix Analysis  

The confusion matrix analysis of different techniques, such as LSTM and optimal LSTM, is shown in this graph. It evaluates the 
detection model’s performance. It visualizes the significant predictive analysis.                 

 

 

  

LSTM Optimal LSTM 

Fig. 4.   Confusion Matrix Analysis 

VII. Conclusion 

This work proposed insider-threat detection methodologies depending on anomaly detection algorithms and user behavior modeling. 
On the basis of user log data, we developed three types of datasets: e-mail subject distribution, daily activity summary, and weekly e-
mail communication history. The harmful behaviors are then identified using an optimum LSTM, with the hidden neurons of the LSTM 
being modified using an unique hybrid BS-CSO that combines BSO and CSO with the goal of maximizing accuracy. Experiments 
revealed that the suggested technique may work for datasets with negligible insider risks and without the knowledge of domain experts. 
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